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Jorge Luis Borges v svoji zgodbi O natancnosti v znanosti (orig. Del rigor en la ciencia, naslov je prevod avtorja, op. a.)
opisuje cesarstvo, v katerem je vescina kartografije dosegla toliksno natan¢nost, da so bili cesarski zemljevidi provinc
veliki kot celotna mesta, zemljevid cesarstva pa je bil velik kot vsa provinca. A kartografi so sli Se dlje in izdelali
najveli¢astnejsi zemljevid cesarstva, katerega platno je v naravi povsem sovpadalo s cesarstvom samim. Kasnejse
generacije so hitro ugotovile, da je tovrstni zemljevid neuporaben, ter velikansko platno prepustile soncu in zimam,
njegove ostanke pa lahko danes najdemo le Se v najodro¢nejsih pus¢avah cesarstva.

Borgesova skica tako rekoc¢ igraje zadane najgloblje bistvo znanosti, kot se ga je razumelo preteklih 200 let: ko postane
znanstveni opis enako kompleksen kot pojavi, ki jih opisuje, postane nekoristen. Razsvetljenska znanost je svojo vrednost
v veliki meri ¢rpala iz dejstva, da je preprostejSa od svojega objekta. Drugace receno, znanost se je do danes vedno
pretezno razumelo kot karseda preprosto reprezentacijo sveta, ki operira z dovolj nizkim stevilom parametrov, da o njih
ljudje Se vedno lahko koherentno razmisljamo, a je obenem dovolj kompleksna, da opiSe bistvo stvari. Znana je opazka
slovitega fizika Johna von Neumanna - ¢loveka, ki je formaliziral kvantno mehaniko in postavil temelje sodobnim
racunalniskim algoritmom -, da lahko s Stirimi parametri opise slona, s petim pa pomiga z njegovim rilcem. Von
Neumannova poanta je preprosta: ¢e v svoj opis sveta poljubno dodajamo proste parametre, bomo s¢asoma sicer lahko



opisali sleherni proces, razumeli pa ne bomo nobenega. Pomislimo samo na ptolemajsko geocentri¢no sliko Osoncja, ki
planete opisuje z nizom ekscentri¢nih kroznic, ki krozijo vzdolz drugih kroznic, ki kroZijo vzdolz tretjih kroznic in tako dalje.
Najbolj izpopolnjeni ptolemajski modeli Osoncja so uporabljali vec kot Sestdeset tovrstnih sestavljenih kroznih gibanj.
Kopernikanski sistem se ni uveljavil zato, ker bi bil natancnejsi - ptolemajska slika omogoca poljubno natanc¢nost izracuna
planetnih orbit. Heliocentrizem se je uveljavil, ker je bil pojmovno preprostejsi in ker je bil skladen z Newtonovo mehaniko,
ki je imela neverjetno razlagalno in napovedno moc¢. Geocentrizem lahko seveda uporabljamo Se naprej, cena, ki jo zato
placamo, pa zajema ogromno Stevilo parametrov (radiji in obhodne dobe vseh kroznic, potrebnih za opis posamezne orbite
planeta) in pomanjkanje osnovnega fizikalnega razumevanja Osondja.

Von Neumannova pripomba je torej vsekakor tehtna in utemeljena na znanstveni tradiciji. Ampak zagata je v tem, da je
ost te pripombe uperjena natanko proti sodobni umetni inteligenci: sodobne globoke mreze so ogromne mnozice
parametrov (https://doi.org/10.3986/alternator.2023.14) , ki jih v procesu ucenja prilagajamo, dokler ne dobimo rezultata,
ki ga zelimo, ne omogocijo pa nam razumevanja, kako in zakaj so do tega cilja prisle. lzziv znanosti je bil v modernem
obdobju ravno nasproten: razumeti karseda Siroke mnozice pojavov ob ¢im manjsem Stevilu parametrov. V zadnjih nekaj
stoletjih je Slo pri znanosti torej za iskanje kompromisa med univerzalnostjo uvida in preprostostjo opisa. Umetna
inteligenca tovrstnih kompromisov, ki so napajali odpor fizikov do pretiranega Stevila parametrov, vsaj a priori ne
potrebuje.

Omenjena redukcija kompleksnosti je bila znanosti do neke mere polozena Ze v zibelko, in sicer z Galilejevo premiso, da je
velika knjiga narave zapisana v jeziku matematike. Galilej je z njo predpostavil korespondenco med empiri¢nim svetom, v
katerega smo vrzeni, in matemati¢nim svetom nasih misli. Navidezno pestrost vseh naravnih pojavov naj bi bilo mozno
opisati matematicno in s karseda nizkim Stevilom parametrov. Tovrstna matematizacija je abstrakcija od empiri¢nega
sveta: forma, ki v pojavih, ki jih opisuje, zajema bistveno in opusc¢a nebistveno. Fiziki in kemiji je to z uporabo
matematic¢nih orodij zadnjih nekaj stoletij izjemno dobro uspevalo, to sta namrec nasi najnizjedimenzionalni reprezentaciji
narave (tj. opisujeta naravo s karseda nizkim stevilom prostih parametrov in predpostavk). Na teh temeljih so zrasli
znanstveni preboji 17. stoletja, ki so prispevali h kasnejsim druzbenim transformacijam, kot je industrijska revolucija.
Tedanja intenzivna matematizacija sveta in hkratna industrializacija sta sovpadli - seveda ne po nakljuc¢ju - z vznikom
evropske romantike, tehnoloskega skepticizma in ambivalentnega odnosa ¢lovestva do lastnih stvaritev. Razsvetljenstvo,
znanstvena »odcCaranost sveta« ter vera v tehnologijo in znanost niso pripeljali le do tehnoloskih refleksij, temvec tudi do
vprasanja o naravi inteligence kot take ter do kriti¢nih razmislekov o moznostih umetne inteligence in njenih posledicah.

A ti razmisleki se prvenstveno niso zgodili na podrocju znanosti, temvec v literaturi, kjer so pot najprej in najnatanéneje
utirale zgodbe E. T. A. Hoffmanna, ki je pred vec kot dvesto leti odprl Stevilna vprasanja, ki nas danes v razmerju do
umetne inteligence prav posebno zaposlujejo. Nekateri nastavki teh vprasanj so prisotni v znanem Hoffmannovem
Peskarju (Der Sandmann, 1816), v Avtomatih (Die Automate, 1819) pa so ta vpraSanja postavljena Se nekoliko natan¢neje.
Peskar se, spomnimo, odvija skozi pisemsko korespondenco glavnega protagonista Nathaniela in njegove zarocenke Klare,
ki razkriva, na kaksen nacin se je Nathaniel v razli¢nih obdobjih Zivljenja spopadal s svojo obsedenostjo z likom Peskarja,
grozljive fantazijske figure, ki porednim otrokom v o¢esne dupline tlaci pesek, dokler jim oCesna zrkla ne izpadejo, da jih
lahko Peskar odnese in z njimi nahrani svoje otroke. Eno od digresij v zgodbi predstavlja zaplet, ko se glavni junak
Nathaniel zaljubi v Olimpijo, dekle, ki ga oara s svojim popolnim posluhom, mol¢ec¢o zadrzanostjo in avro nedolocljive
skrivnostnosti. Naposled se izkaze, da je dekle izpopolnjen mehanski stroj, ki - ne moremo mimo te opazke - utelesa
mokre sanje danasnje moskosfere: to je dekle, ki poslusa brez prekinjanja, govori le, ko je vprasana, ne ugovarja in vedno
zrcali ¢ustva glavnega junaka. Z drugimi besedami, Olimpija se obnasa kot danasnji jezikovni modeli in je idealna
partnerica za nekoga, ki ne is¢e zveze, temvec potrditev. Hoffmann interakcijo med Nathanielom in Olimpijo opisuje s
slabo prikritim nor¢evanjem, ki ga naposled razsiri na celotno sfero zmenkarij: da bi se prepricali, da niso zaljubljeni v
antropomorfne robote, so mnogi ljubimci po razkritju, da je Olimpija stroj, od svojih izvoljenk zahtevali, naj v svojih
glasbenih nastopih pojejo narobe, predvsem pa naj v pogovorih ne le poslusajo, temvec kdaj tudi kaj povejo oziroma
izrazijo kako misel in ¢ustvo. Lahko si torej mislimo, s kakSnimi obcutki bi Hoffmann gledal na danasnjo, bodimo iskreni,
mosko klientelo serijske proizvodnje umetnointeligenc¢nih spolnih robotk.

V delu Avtomati, ki je izSlo nekaj let po Peskarju, Hoffmann nadaljuje v isti smeri. Opisuje inteligentnega antropomorfnega
robota, ki se v zgodbi imenuje Turek. Turek je sposoben inteligentne interakcije z ljudmi: ljudje si ga hodijo ogledovat in se
Z njim pogovarjajo, on pa jim daje vecinoma koristne odgovore na vprasanja z najrazli¢nejsih podrocij in odgovarja v
Stevilnih svetovnih jezikih. Hoffman tako leta 1819 v dobrem in slabem predvideva danasnje velike jezikovne modele: ko
ga ljudje kaj okorno ali nespretno vprasajo, Turek pogosto daje enako samozavestne, a povsem napacne odgovore, ki jim
danes nekoliko neposreceno pravimo halucinacije. Podobno kot veliki jezikovni modeli Turek neko¢ za nekaj tednov izgine,
nato pa se zopet pojavi v bolj prefinjeni obliki in dajajo¢ boljSe odgovore. Temu bi danes rekli, da je bil stroj doucen,
dotreniran. Kaj se dogaja s Turkom, z gotovostjo ne ve nihce, kajti njegov izumitelj profesor X, podobno kot stevilna Ul
tehnoloska podjetja, z njim upravlja v popolni tajnosti, ga je pa, spet podobno kot stevilna podjetja, pripravljen komurkoli
pokazati in ponuditi za pogovor. Glavna protagonista zgodbe se na neki tocki odpravita k profesorju X, da bi bolje
razumela, zakaj Turek daje takSne odgovore, kot jih daje. To je podobno, kot e bi od tehnoloskih podjetij zahtevali
razlago, zakaj njihovi modeli dajejo takSne odgovore, kot jih. In prav kakor je skrivnost delovanja ChatGPT skrivnost za
OpenAl, tako tudi Hoffmannova protagonista razo¢arana spoznata, da profesor X nima odgovorov, ki jih pricakujeta od
njega. Turek je tudi za svojega izumitelja netransparentna ¢rna skatla.

Hoffmannove zgodbe stavijo na sodobno mehanic¢no sliko bioloSkega Zivljenja, ki je pomenila temeljni premik v novoveski
in kasnejsi znanosti, ampak izkoristijo jo na nacin, ki v pripoved vnasa dolo¢eno nedomacnost (seveda ni nakljucje, da je
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Peskarja v svojem besedilu o nedomacnosti (Das Unheimliche) obravnaval tudi Freud). Temeljne predpostavke
Hoffmannovega mehanicizma so Se danes vseprisotne v znanosti povsod tam, kjer se opisovanje narave reducira na
razumevanje delovanja narave kot stroja, na razumevanje zakonov mehanike njenlh gradnikov. V dolocenlh OdebJIh v
podobnem kontekstu opozarja Paolo Rossi (https://www.zalozbacf.si/index.ph
prevladovalo staliSCe, da je vesolje ne le narejeno za ¢loveka, temve¢ mu je podobno tudi po strukturi. Mehanluzem pa je,
nasprotno, ¢loveka in vesolje interpretiral kot bolj ali manj zapletena stroja ter s tem iz razmisljanja o naravi odstranil
vsakrsni temeljni antropomorfizem. Clovesko in Zivalsko fiziologijo je v okviru mehanicizma mogo&e razumeti z metaforo
stroja. Pri Descartesu so Zivalski zivci cevi, miSice in kite pa vzmeti. La Mettrie je to metaforo razsiril na ¢loveka - stavil je
na to, da je mogoce sleherni fizioloski proces razumeti skozi mehanske interakcije, ki se odvijajo v telesu. Zavrnil pa je
Descartesov dualizem duse in telesa ter dusevne procese ravno tako pripisal fizikalnim procesom v mozganih. Ta
predpostavka, ki sodobni medicini vsekakor ni tuja - v veliki meri je za sodobno znanost celo nujna -, je v razli¢nih obsegih
prisotna v likih Turka in Olimpije. Hoffmanovi avtomati se zdijo nekaksna interpolacija med okornimi stroji in zivimi
organizmi - kot bi Hoffmann v mehanicizem vpeljal nekaksno gradacijo, ki sicer izhaja iz povsem klasi¢nih kolesij in vzmeti
mehanskih strojev, katerih kompleksnost nato raste preko vseh meja, dokler se na koncu ne iztecejo v inteligentne,
antropomorfne organizme, s katerimi lahko govorimo in v katere se lahko zaljubimo.

Hoffmann je potemtakem izumil hibridne kiberneti¢ne organizme, ki zvezno prehajajo med poloma mehanic¢nosti in
inteligentnosti. Njegovi mehanizmi igrajo vlogo nekaksnih strojnih orakljev, ki jih ljudje uporabljajo tako, kot mi
uporabljamo velike jezikovne modele umetne inteligence - za raziskovanje samih sebe in narave. S tem smo prek
Hoffmanna in mehanicistov pristali na tocki, kjer je nas znanstveni opis narave prav tako zapleten kot narava sama - vrnili
smo se torej k Borgesovemu zemljevidu vseh zemljevidov. Napetost med klasi¢no znanstveno teznjo po poenostavitvah in
rastoc¢o kompleksnostjo globokih modelov umetne inteligence torej ni nekaj sodobnega, temvec ima svoje korenine v
evropski romantiki. Ta napetost je neposredni produkt novoveske znanosti in razsvetljenstva - Hoffmann vzame v svojih
besedilih razsvetljensko vodilo o0 moci razuma povsem zares in ga prizene do skrajnih meja, do umetne inteligence, kot jo
poznamo danes. Globoke mreze so s svojimi milijardami prostih parametrov pravzaprav nekakSen Borgesov zemljevid,
kompleksen prav toliko kot cesarstvo vse ¢loveske vednosti. Vprasanje, ki se s tem odpira, pa je, do kolikSne mere je
bogastvo parametrov in uboStvo razumevanja za znanost dejansko relevanten epistemoloski problem.

S tem merimo na dejstvo, da si je znanost doslej morda lahko privoscila opisovanje narave s preprostimi modeli z nizkim
Stevilom prostih parametrov, ker se ni pogosto srecevala s problemi, kjer tovrstne poenostavitve niso mogoce. A v zadnjih
desetletjih so v znanosti vzniknili problemi doslej neznane kompleksnosti, za katere je postajalo vedno bolj jasno, da bodo
z ustaljenimi metodami novoveske znanosti zelo tezko ali pa nikoli resljivi. Zdelo se je, da bo tovrstne sisteme nemara
lazje narediti kot simulirati - od tod fizi¢ni vetrovniki v avtomobilskih tovarnah in kvantni racunalniki, ki fizicno udejanjijo
kompleksne kvantne sisteme, ki so klasi¢nim algoritmom na klasi¢nih procesorjih povsem nedostopni. Tovrstnih sistemov
se morda naceloma niti ne da omejiti na opis z majhnim Stevilom prostih parametrov. Z drugimi besedami - pri
nerazumevanju teh procesov morda ne gre za nase metodoloske pomanijkljivosti, temvec so ti problemi nemara v svojem
bistvu prekompleksni, da bi jih lahko ljudje, navajeni razmisljanja v nizkodimenzionalnih pojmovnih prostorih, kadarkoli
zares dojeli na nacin, kot smo ga bili vajeni v zadnjih stoletjih.

V nekaterih tovrstnih primerih se je umetna inteligenca Ze izkazala kot odli¢no komplementarno orodje klasi¢ni znanosti.
Tak primer je globoka mreza AlphaFold2 (https://doi.org/10.1038/s41586-021-03819-2) , za katero je bila leta 2024 v zvezi
z zlaganjem proteinov podeljena Nobelova nagrada za kemijo. Slo je za problem, na katerem so si v molekularni fiziki in
kvantni kemiki desetletja lomili zobe, z umetno inteligenco pa je problem danes reSen. Skratka, Borgesov cesarski
zemljevid je morda pretrd oreh za ¢loveske kartografe, ustrezni globoki mrezi pa orientacija v visokodimenzionalni
pokrajini proteinskih oblik ne predstavlja nobenih tezav. Epistemoloski odpor do mnostva parametrov, ki je bil v preteklosti
ukoreninjen v fiziki in marsikje drugje v naravoslovju, danes ni vec tako prisoten. Marsikdo v znanstveni skupnosti se je z
nerazlozljivostjo umetne inteligence nemara sprijaznil iz povsem pragmatic¢nih razlogov. Ampak poanta pri¢ujo¢ega
besedila je ravno nasprotna: znanost danes obravnava bistveno kompleksnejse procese kot pred sto leti in zdi se vsaj
verjetno, da nekaterih opisov teh procesov ne bo mozno ubesediti na nizkodimenzionalni nacin - nerazlozljivost v teh
primerih ni metodoloski problem, temvec je v svojem bistvu povezana s kompleksnostjo doti¢nih procesov. In umetna
inteligenca je komplementarno hevristi¢no orodje, ki lahko klasi¢ni znanosti pomaga resiti, kar se resiti da. Poleg tega, da
nerazlozljivost ne bi smela biti ovira pri uporabi algoritmov, ki reSujejo probleme, ki jih drugace ne znamo resiti, je nujno
omeniti, da se na podro¢ju umetne inteligence mnogo napora vlaga v zasnovo razlozljive oz. interpretabilne umetne
inteligence, ki bo nudila dolo¢en vpogled v nacin, kako je bila reSitev oblikovana, in kot taka ne bo ve¢ povsem ¢rna skatla.
Temu razvoju skusa slediti tudi evropska zakonodaja.

Morda bi bilo zato bolj smiselno, da bi umetno inteligenco kriti¢cno obravnavali z neke druge perspektive. Resno je treba
vzeti precej utemeljeno skrb, da bodo tovrstne tehnologije moc¢no povecale ¢lovekov oglji¢ni odtis in druzbene neenakosti,
vodile bodo v neslutene moznosti druzbenega nadzora in manipulacije ter s tem spodkopale demokrati¢ne ureditve, ki so
se doslej bolj ali manj uspesno trudile s politi¢nim zastopanjem svojih prebivalcev. Pretirano osredoto¢anje na umetno
inteligenco kot epistemolosko ¢rno skatlo ter hkratno zanemarjanje politi¢nih in ekonomskih tveganj, ki jih ta tehnologija
prinasa s seboj, se zato zdita kot osredotocanje na napacen problem oziroma, e se Se zadnji¢ naslonimo na Peskarja,
metanje peska v odi.
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